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ABSTRACT

Over the last few years, artificial neural networks (ANNs) have been used successfully for modeling almost all aspects of geotechnical engineering problems. Whilst ANNs provide a great deal of promise, they suffer from a number of shortcomings such as knowledge extraction, extrapolation and uncertainty. This paper presents a state-of-the-art examination of ANNs in geotechnical engineering and provides insights into the modeling issues of ANNs. The paper also discusses current research directions of ANNs that need further attention in the future.
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INTRODUCTION

Artificial neural networks (ANNs) are a form of artificial intelligence which attempt to mimic the function of the human brain and nervous system. ANNs learn from data examples presented to them in order to capture the subtle functional relationships among the data even if the underlying relationships are unknown or the physical meaning is difficult to explain. This is in contrast to most traditional empirical and statistical methods, which need prior knowledge about the nature of the relationships among the data. ANNs are thus well suited to modeling the complex behavior of most geotechnical engineering materials which, by their very nature, exhibit
extreme variability. This modeling capability, as well as the ability to learn from experience, have given ANNs superiority over most traditional modeling methods since there is no need for making assumptions about what the underlying rules that govern the problem in hand could be.

Since the early 1990s, ANNs have been applied successfully to almost every problem in geotechnical engineering. The literature reveals that ANNs have been used extensively for predicting the axial and lateral load capacities in compression and uplift of pile foundations (Abu-Kiefa 1998; Ahmad et al. 2007; Chan et al. 1995; Das and Basudhar 2006; Goh 1994a; Goh 1995a; Goh 1996b; Hanna et al. 2004; Lee and Lee 1996; Nawari et al. 1999; Rahman et al. 2001; Shahin 2008; Teh et al. 1997), drilled shafts (Goh et al. 2005; Shahin and Jaksa 2008) and ground anchors (Rahman et al. 2001; Shahin and Jaksa 2004; Shahin and Jaksa 2005a; Shahin and Jaksa 2005b; Shahin and Jaksa 2006).

Classical constitutive modeling based on the elasticity and plasticity theories is unable to properly simulate the behavior of geomaterials for reasons pertaining to formulation complexity, idealization of material behavior and excessive empirical parameters (Adeli 2001). In this regard, many researchers (Basheer 1998; Basheer 2000; Basheer 2002; Basheer and Najjar 1998; Ellis et al. 1992; Ellis et al. 1995; Fu et al. 2007; Ghaboussi and Sidarta 1998; Habibagahi and Bamdad 2003; Haj-Ali et al. 2001; Hashash et al. 2004; Lefik and Schrefler 2003; Najjar and Ali 1999; Najjar et al. 1999; Najjar and Huang 2007; Penumadu and Chameau 1997; Penumadu and Zhao 1999; Romo et al. 2001; Shahin and Indraratna 2006; Sidarta and Ghaboussi 1998; Tutumluer and Seyhan 1998; Zhu et al. 1998a; Zhu et al. 1998b; Zhu et al. 1996) proposed neural networks as a reliable and practical alternative to modeling the constitutive monotonic and hysteretic behavior of geomaterials.

Geotechnical properties of soils are controlled by factors such as mineralogy; fabric; and pore water, and the interactions of these factors are difficult to establish solely by traditional statistical methods due to their interdependence (Yang and Rosenbaum 2002). Based on the application of ANNs, methodologies have been developed for estimating several soil properties including the pre-consolidation pressure (Celik and Tan 2005), shear strength and stress history (Kurup and Dudani 2002; Lee et al. 2003; Penumadu et al. 1994; Yang and Rosenbaum 2002), swell pressure (Erzin 2007; Najjar et al. 1996a), compaction and permeability (Agrawal et al. 1994; Goh 1995b; Gribb and Gribb 1994; Najjar et al. 1996b; Sinha and Wang 2008), soil classification (Cal 1995) and soil density (Goh 1995b).

Liquefaction during earthquakes is one of the very dangerous ground failure phenomena that cause a large amount of damage to most civil engineering structures. Although the liquefaction mechanism is well known, the prediction of the value of liquefaction induced displacements is very complex and not entirely understood (Baziar and Ghorbani 2005). This has attracted many researchers (Agrawal et al. 1997; Ali and Najjar 1998; Baziar and Ghorbani 2005; Goh 2002; Goh 1994b; Goh 1996a; Goh et al. 1995; Hanna et al. 2007; Javadi et al. 2006; Juang and Chen 1999; Kim and Kim 2006; Najjar and Ali 1998; Ural and Saka 1998; Young-Su and Byung-Tak 2006) to investigate the applicability of ANNs for predicting liquefaction.

The problem of predicting the settlement of shallow foundations, especially on cohesionless soils, is very complex, uncertain and not yet entirely understood. This fact has encouraged some researchers (Chen et al. 2006; Shahin et al. 2002a; Shahin et al. 2003a; Shahin et al. 2004a; Shahin et al. 2005a; Shahin et al. 2005b; Shahin et al. 2002b; Shahin et al. 2003b; Shahin et al. 2003c; Shahin et al. 2003d; Sivakugan et al. 1998) to apply the ANN technique to settlement prediction. The problem of estimating the bearing capacity of shallow foundations by ANNs has also been investigated by Padminin et al. (2008) and Provenzano et al. (2004).

Other applications of ANNs in geotechnical engineering include retaining walls (Goh et al. 1995; Kung et al. 2007), dams (Kim and Kim 2008), blasting (Lu 2005), mining (Rankine and

OVERVIEW OF ARTIFICIAL NEURAL NETWORKS

Many authors have described the structure and operation of ANNs (e.g. Fausett 1994; Zurada 1992). ANNs consist of a number of artificial neurons variously known as ‘processing elements’ (PEs), ‘nodes’ or ‘units’. For multilayer perceptrons (MLPs), which is the most commonly used ANNs in geotechnical engineering, processing elements in are usually arranged in layers: an input layer, an output layer and one or more intermediate layers called hidden layers (Fig. 1).

Each processing element in a specific layer is fully or partially connected to many other processing elements via weighted connections. The scalar weights determine the strength of the connections between interconnected neurons. A zero weight refers to no connection between two neurons and a negative weight refers to a prohibitive relationship. From many other processing elements, an individual processing element receives its weighted inputs, which are summed and a bias unit or threshold is added or subtracted. The bias unit is used to scale the input to a useful range to improve the convergence properties of the neural network. The result of this combined summation is passed through a transfer function (e.g. logistic sigmoid or hyperbolic tangent) to produce the output of the processing element. For node \( j \), this process is summarized in Equations 1 and 2 and illustrated in Fig. 1.

\[
I_j = \theta_j + \sum_{i=1}^{n} w_{ji} x_i \quad \text{summation} \\
y_j = f(I_j) \quad \text{transfer}
\]
where

\[ I_j = \text{the activation level of node } j; \]
\[ w_{ji} = \text{the connection weight between nodes } j \text{ and } i; \]
\[ x_i = \text{the input from node } i, i = 0, 1, \ldots, n; \]
\[ \theta_j = \text{the bias or threshold for node } j; \]
\[ y_j = \text{the output of node } j; \text{ and} \]
\[ f(.) = \text{the transfer function.} \]

The propagation of information in MLPs starts at the input layer where the input data are presented. The inputs are weighted and received by each node in the next layer. The weighted inputs are then summed and passed through a transfer function to produce the nodal output, which is weighted and passed to processing elements in the next layer. The network adjusts its weights on presentation of a set of training data and uses a learning rule until it can find a set of weights that will produce the input-output mapping that has the smallest possible error. The above process is known as ‘learning’ or ‘training’.

Learning in ANNs is usually divided into supervised and unsupervised (Masters 1993). In supervised learning, the network is presented with a historical set of model inputs and the corresponding (desired) outputs. The actual output of the network is compared with the desired output and an error is calculated. This error is used to adjust the connection weights between the model inputs and outputs to reduce the error between the historical outputs and those predicted by the ANN. In unsupervised learning, the network is only presented with the input stimuli and there are no desired outputs. The network itself adjusts the connection weights according to the input values. The idea of training in unsupervised networks is to cluster the input records into classes of similar features.

ANNs can be categorized on the basis of two major criteria: (i) the learning rule used and (ii) the connections between processing elements. Based on learning rules, ANNs, as mentioned above, can be divided into supervised and unsupervised networks. Based on connections between processing elements, ANNs can be divided into feed-forward and feedback networks. In feed-forward networks, the connections between the processing elements are in the forward direction only, whereas, in feedback networks, connections between processing elements are in both the forward and backward directions.

The ANN modeling philosophy is similar to a number of conventional statistical models in the sense that both are attempting to capture the relationship between a historical set of model inputs and corresponding outputs. For example, suppose a set of \( x \)-values and corresponding \( y \)-values in 2 dimensional space, where \( y = f(x) \). The objective is to find the unknown function \( f \), which relates the input variable \( x \) to the output variable \( y \). In a linear regression model, the function \( f \) can be obtained by changing the slope \( \tan \phi \) and intercept \( \beta \) of the straight line in Fig. 2(a), so that the error between the actual outputs and outputs of the straight line is minimized. The same principle is used in ANN models. ANNs can form the simple linear regression model by having one input, one output, no hidden layer nodes and a linear transfer function (Fig. 2(b)). The connection weight \( w \) in the ANN model is equivalent to the slope \( \tan \phi \) and the threshold \( \theta \) is equivalent to the intercept \( \beta \), in the linear regression model. ANNs adjust their weights by
repeatedly presenting examples of the model inputs and outputs in order to minimize an error function between the historical outputs and the outputs predicted by the ANN model.

If the relationship between \( x \) and \( y \) is non-linear, regression analysis can only be successfully applied if prior knowledge of the nature of the non-linearity exists. On the contrary, this prior knowledge of the nature of the non-linearity is not required for ANN models. In the ANN model, the degree of non-linearity can be also changed easily by changing the transfer function and the number of hidden layer nodes. In the real world, it is likely that complex and highly non-linear problems are encountered. In such situations, traditional regression analysis is inadequate (Gardner and Dorling 1998). In contrast, ANNs can be used to deal with this complexity by changing the transfer function or network structure, and the type of non-linearity can be changed by varying the number of hidden layers and the number of nodes in each layer. In addition, ANN models can be upgraded from univariate to multivariate by increasing the number of input nodes.

MODELING ISSUES IN ARTIFICIAL NEURAL NETWORKS

In order to improve performance, ANN models need to be developed in a systematic manner. Such an approach needs to address major factors such as the determination of adequate model inputs, data division and pre-processing, the choice of suitable network architecture, careful selection of some internal parameters that control the optimization method, the stopping criteria and model validation. These factors are explained and discussed below.

### Determination of Model Inputs

An important step in developing ANN models is to select the model input variables that have the most significant impact on model performance (Faraway and Chatfield 1998). A good subset of input variables can substantially improve model performance. Presenting as large a number of input variables as possible to ANN models usually increases network size (Maier and Dandy 2000), resulting in a decrease in processing speed and a reduction in the efficiency of the network (Lachtermacher and Fuller 1994). A number of techniques have been suggested in the literature to assist with the selection of input variables. An approach that is usually utilized in the field of geotechnical engineering is that appropriate input variables can be selected in advance.
based on a priori knowledge (Maier and Dandy 2000). Another approach used by some researchers (Goh 1994b; Najjar et al. 1996b; Ural and Saka 1998) is to train many neural networks with different combinations of input variables and to select the network that has the best performance. A step-wise technique described by Maier and Dandy (2000) can also be used in which separate networks are trained, each using only one of the available variables as model inputs. The network that performs the best is then retained, combining the variable that results in the best performance with each of the remaining variables. This process is repeated for an increasing number of input variables, until the addition of additional variables results in no improvement in model performance. Another useful approach is to employ a genetic algorithm to search for the best sets of input variables (NeuralWare 1997). For each possible set of input variables chosen by the genetic algorithm, a neural network is trained and used to rank different subsets of possible inputs. A set of input variables derives its fitness from the model error obtained based on those variables. The adaptive spline modeling of observation data (ASMOD) algorithm proposed by Kavli (1993) is also a useful technique that can be used for developing parsimonious neurofuzzy networks by automatically selecting a combination of model input variables that have the most significant impact on the outputs.

A potential shortcoming of the above approaches is that they are model-based. In other words, the determination as to whether a parameter input is significant or not is dependent on the error of a trained model, which is not only a function of the inputs, but also model structure and calibration. This can potentially obscure the impact of different model inputs. In order to overcome this limitation, model-free approaches can be utilized, which use linear dependence measures, such as correlation, or non-linear measures of dependence, such as mutual information, to obtain the significant model inputs prior to developing the ANN models (e.g. Bowden et al. 2005; May et al. 2008).

**Division of Data**

As described earlier, supervised ANNs are similar to conventional statistical models in the sense that model parameters (e.g. connection weights) are adjusted in the model calibration phase (training) so as to minimize the error between model outputs and the corresponding measured values for a particular data set (the training set). ANNs perform best when they do not extrapolate beyond the range of the data used for calibration (Flood and Kartam 1994; Minns and Hall 1996; Tokar and Johnson 1999). Therefore, the purpose of ANNs is to non-linearly interpolate (generalize) in high-dimensional space between the data used for calibration. Unlike conventional statistical models, ANN models generally have a large number of model parameters (connection weights) and can therefore overfit the training data, especially if the training data are noisy. In other words, if the number of degrees of freedom of the model is large compared with the number of data points used for calibration, the model might no longer fit the general trend, as desired, but might learn the idiosyncrasies of the particular data points used for calibration leading to ‘memorization’, rather than ‘generalization’. Consequently, a separate validation set is needed to ensure that the model can generalize within the range of the data used for calibration. It is common practice to divide the available data into two subsets; a training set, to construct the neural network model, and an independent validation set to estimate the model performance in a deployed environment (Maier and Dandy 2000; Twomey and Smith 1997). Usually, two-thirds of the data are suggested for model training and one-third for validation (Hammerstrom 1993). A modification of the above data division method is cross-validation (Stone 1974) in which the data are divided into three sets: training, testing and validation. The training set is used to adjust the
connection weights, whereas the testing set is used to check the performance of the model at various stages of training and to determine when to stop training to avoid over-fitting. The validation set is used to estimate the performance of the trained network in the deployed environment. In an attempt to find the optimal proportion of the data to use for training, testing and validation, Shahin et al. (2004b) investigated the impact of the proportion of data used in various subsets on ANN model performance for a case study of settlement prediction of shallow foundations and found that there is no clear relationship between the proportion of data for training, testing and validation and model performance, however, they found that the best result was obtained when 20% of the data were used for validation and the remaining data were divided into 70% for training and 30% for testing.

In many situations, the available data are small enough to be solely devoted to model training and collecting any more data for validation is difficult. In this situation, the leave-k-out method can be used (Masters 1993) which involves holding back a small fraction of the data for validation and using the rest of the data for training. After training, the performance of the trained network has to be estimated with the aid of the validation set. A different small subset of data is held back and the network is trained and tested again. This process is repeated many times with different subsets until an optimal model can be obtained from the use of all of the available data.

In the majority of ANN applications in geotechnical engineering, the data are divided into their subsets on an arbitrary basis. However, recent studies have found that the way the data are divided can have a significant impact on the results obtained (Tokar and Johnson 1999). As ANNs have difficulty extrapolating beyond the range of the data used for calibration, in order to develop the best ANN model, given the available data, all of the patterns that are contained in the data need to be included in the calibration set. For example, if the available data contain extreme data points that were excluded from the calibration data set, the model cannot be expected to perform well, as the validation data will test the model’s extrapolation ability, and not its interpolation ability. If all of the patterns that are contained in the available data are contained in the calibration set, the toughest evaluation of the generalization ability of the model is if all the patterns (and not just a subset) are contained in the validation data. In addition, if cross-validation is used as the stopping criterion, the results obtained using the testing set have to be representative of those obtained using the training set, as the testing set is used to decide when to stop training or, for example, which model architecture or learning rate is optimal. Consequently, the statistical properties (e.g. mean and standard deviation) of the various data subsets (e.g. training, testing and validation) need to be similar to ensure that each subset represents the same statistical population (Masters 1993). If this is not the case, it may be difficult to judge the validity of ANN models (Maier and Dandy 2000).

This fact has been recognized for some time (ASCE 2000; Maier and Dandy 2000; Masters 1993), and several studies have used ad-hoc methods to ensure that the data used for calibration and validation have the same statistical properties (Braddock et al. 1998; Campolo et al. 1999; Ray and Klindworth 2000; Tokar and Johnson 1999). Masters (1993) strongly confirms the above strategy of data division as he says “if our training set is not representative of the data on which the network will be tested, we will be wasting our time”. However, it was not until a few years ago that systematic approaches for data division have been proposed in the literature. Bowden et al. (2002) used a genetic algorithm to minimize the difference between the means and standard deviations of the data in the training, testing and validation sets. While this approach ensures that the statistical properties of the various data subsets are similar, there is still a need to choose which proportion of the data to use for training, testing and validation. Kocjancic and
Zupan (2000) and Bowden et al. (2002) used a self-organizing map (SOM) to cluster high-dimensional input and output data in two-dimensional space and divided the available data so that values from each cluster are represented in the various data subsets. This ensures that data in the different subsets are representative of each other and has the additional advantage that there is no need to decide what percentage of the data to use for training, testing and validation. The major shortcoming of this approach is that there are no guidelines for determining the optimum size and shape of the SOM (Cai et al. 1994; Giraudel and Lek 2001). This has the potential to have a significant impact on the results obtained, as the underlying assumption of the approach is that the data points in one cluster provide the same information in high-dimensional space. However, if the SOM is too small, there may be significant intra-cluster variation. Conversely, if the map is too large, too many clusters may contain single data points, making it difficult to choose representative subsets. To overcome the problem of determining the optimum size of clusters associated with using SOMs, Shahin et al. (2004b) have introduced a data division approach that utilizes a fuzzy clustering technique so that data division can be carried out in a systematic manner.

**Data Pre-processing**

Once the available data have been divided into their subsets (i.e. training, testing and validation), it is important to pre-process the data in a suitable form before they are applied to the ANN. Data pre-processing is necessary to ensure all variables receive equal attention during the training process (Maier and Dandy 2000). Moreover, pre-processing usually speeds up the learning process. Pre-processing can be in the form of data scaling, normalization and transformation (Masters 1993). Scaling the output data is essential, as they have to be commensurate with the limits of the transfer functions used in the output layer (e.g. between $-1.0$ to $1.0$ for the tanh transfer function and $0.0$ to $1.0$ for the sigmoid transfer function). Scaling the input data is not necessary but it is almost always recommended (Masters 1993). In some cases, the input data need to be normally distributed in order to obtain optimal results (Fortin et al. 1997). However, Burke and Ignizio (1992) stated that the probability distribution of the input data does not have to be known. Transforming the input data into some known forms (e.g. linear, log, exponential, etc.) may be helpful to improve ANN performance. However, empirical trials (Faraway and Chatfield 1998) showed that the model fits were the same, regardless of whether raw or transformed data were used.

**Determination of Model Architecture**

Determining the network architecture is one of the most important and difficult tasks in ANN model development. It requires the selection of the optimum number of layers and the number of nodes in each of these. There is no unified approach for determination of an optimal ANN architecture. It is generally achieved by fixing the number of layers and choosing the number of nodes in each layer. For MLPs, there are always two layers representing the input and output variables in any neural network. It has been shown that one hidden layer is sufficient to approximate any continuous function provided that sufficient connection weights are given (Cybenko 1989; Hornik et al. 1989). Hecht-Nielsen (1989) provided a proof that a single hidden layer of neurons, operating a sigmoidal activation function, is sufficient to model any solution surface of practical interest. To the contrary, Flood (1991) stated that there are many solution surfaces that are extremely difficult to model using a sigmoidal network using one hidden layer. In addition, some researchers (Flood and Kartam 1994; Ripley 1996; Sarle 1994) stated that the
use of more than one hidden layer provides the flexibility needed to model complex functions in many situations. Lapedes and Farber (1988) provided more practical proof that two hidden layers are sufficient, and according to Chester (1990), the first hidden layer is used to extract the local features of the input patterns while the second hidden layer is useful to extract the global features of the training patterns. However, Masters (1993) stated that using more than one hidden layer often slows the training process dramatically and increases the chance of getting trapped in local minima.

The number of nodes in the input and output layers is restricted by the number of model inputs and outputs, respectively. There is no direct and precise way of determining the best number of nodes in each hidden layer. A trial-and-error procedure, which is generally used in geotechnical engineering to determine the number and connectivity of the hidden layer nodes, can be used. It has been shown in the literature (Maren et al. 1990; Masters 1993; Rojas 1996) that neural networks with a large number of free parameters (connection weights) are more subject to overfitting and poor generalization. Consequently, keeping the number of hidden nodes to a minimum, provided that satisfactory performance is achieved, is always better, as it: (a) reduces the computational time needed for training; (b) helps the network achieve better generalization performance; (c) helps avoid the problem of overfitting and (d) allows the trained network to be analyzed more easily. For single hidden layer networks, there are a number of rules-of-thumb to obtain the best number of hidden layer nodes. One approach is to assume the number of hidden nodes to be 75% of the number of input units (Salchenberger et al. 1992). Another approach suggests that the number of hidden nodes should be between the average and the sum of the nodes in the input and output layers (Berke and Hajela 1991). A third approach is to fix an upper bound and work back from this bound. Hecht-Nielsen (1987) and Caudill (1988) suggested that the upper limit of the number of hidden nodes in a single layer network may be taken as $(2I+1)$, where $I$ is the number of inputs. The best approach found by Nawari et al. (1999) was to start with a small number of nodes and to slightly increase the number until no significant improvement in model performance is achieved. Yu (1992) showed that the error surface of a network with one hidden layer and $(I-1)$ hidden nodes has no local minima. For networks with two hidden layers, the geometric pyramid rule described by Nawari et al. (1999) can be used. The notion behind this method is that the number of nodes in each layer follows a geometric progression of a pyramid shape, in which the number of nodes decreases from the input layer towards the output layer. Kudrycki (1988) found empirically that the optimum ratio of the first to second hidden layer nodes is 3:1, even for high dimensional inputs.

Another way of determining the optimal number of hidden nodes that can result in good model generalization and avoid overfitting is to relate the number of hidden nodes to the number of available training samples (Maier and Dandy 2000). Masters (1993) stated “the only way to prevent the network from learning unique characteristics of the training set, to the detriment of learning universal characteristics, is to flood it with so many examples that it cannot possibly learn all of their idiosyncrasies”. There are a number of rules-of-thumb that have been suggested in the literature to relate the training samples to the number of connection weights. For instance, Rogers and Dowla (1994) suggested that the number of weights should not exceed the number of training samples. Masters (1993) stated that the required minimum ratio of the number of training samples to the number of connection weights should be 2 and, the minimum ratio of the optimum training sample size to the number of connection weights should be 4. Hush and Horne (1993) suggested that this ratio should be 10. Amari et al. (1997) demonstrated that if this ratio is at least 30, overfitting does not occur.
A number of systematic approaches have also been proposed to obtain automatically the optimal network architecture. The *adaptive method of architecture determination*, suggested by Ghaboussi and Sidarta (1998), is an example of the automatic methods for obtaining the optimal network architecture that suggests starting with an arbitrary, but small, number of nodes in the hidden layers. During training, and as the network approaches its capacity, new nodes are added to the hidden layers, and new connection weights are generated. Training is continued immediately after the new hidden nodes are added to allow the new connection weights to acquire the portion of the knowledge base which was not stored in the old connection weights. For this process to be achieved, some training is carried out with the new modified connection weights only, while the old connection weights are frozen. Additional cycles of training are then carried out where all the connection weights are allowed to change. The above steps are repeated and new hidden nodes are added as needed to the end of the training process, in which the appropriate network architecture is automatically determined. Kingston et al. (2008) showed that Bayesian approaches can be used to determine the optimal number of hidden nodes by using Bayes’ factors in conjunction with an examination of the correlation structure between connection weights. *Pruning* is another automatic approach to determine the optimal number of hidden nodes. One such technique proposed by Karnin (1990) starts training a network that is relatively large and later reduces the size of the network by removing the unnecessary hidden nodes. *Genetic algorithms* provide evolutionary alternatives to obtain an optimal neural network architecture that have been used successfully in many situations (Miller et al. 1989). The *adaptive spline modeling of observation data* (ASMOD) (Kavli 1993) algorithm is an automatic method for obtaining the optimal architecture of B-spline neurofuzzy networks, as shown previously.

*Cascade-Correlation* (Fahlman and Lebiere 1990) is another automatic method to obtain the optimal architecture of ANNs. Cascade-Correlation is a constructive method that can be characterized by the following steps (Fahlman and Lebiere 1990). The neural network is initially trained using Fahlman’s quickprop (Fahlman 1988) algorithm without hidden nodes and with direct connection between the input layer and the output layer. Hidden nodes are added randomly one or a few at a time. New hidden nodes receive connections from all previously established hidden nodes as well as from the original inputs. At the time new hidden nodes are added to the network, their connections with the inputs are frozen and only their output connections are trained using the quickprop algorithm. This process is stopped when the model performance shows no further improvement. Consequently, the architecture of ANN networks using Cascade-Correlation is that the input nodes are connected to the output nodes and the hidden nodes are connected to the input and output nodes as well as other previously established hidden nodes. The constructive nature of the Cascade-Correlation method means that the way in which the hidden nodes are connected results in the addition of a new single-node layer to the network each time a new node is added. This is designed to result in the smallest network that can adequately map the design input-output relationship, which has a number of advantages, including improved generalization ability (Castellano et al. 1997) and higher processing speed (Bebis and Georgiopoulos 1994). It should be noted that Masters (1993) has argued that the automatic approaches for obtaining optimal network architectures can be easily abused, as they do not directly address the problem of overfitting.

**Model Optimization (Training)**

As mentioned previously, the process of optimizing the connection weights is known as ‘training’ or ‘learning’. This is equivalent to the parameter estimation phase in conventional
statistical models (Maier and Dandy 2000). The aim is to find a global solution to what is typically a highly non-linear optimization problem (White 1989). The method most commonly used for finding the optimum weight combination of feed-forward MLP neural networks is the back-propagation algorithm (Rumelhart et al. 1986) which is based on first-order gradient descent. The use of global optimization methods, such as simulated annealing and genetic algorithms, have also been proposed (Hassoun 1995). The advantage of these methods is that they have the ability to escape local minima in the error surface and, thus, produce optimal or near optimal solutions. However, they also have a slow convergence rate. Ultimately, the model performance criteria, which are problem specific, will dictate which training algorithm is most appropriate. If training speed is not a major concern, there is no reason why the back-propagation algorithm cannot be used successfully (Breiman 1994). On the other hand, as mentioned previously, the weights of B-spline neurofuzzy networks are generally updated using the Least Mean Squared or Normalized Least Mean Squared learning rules (Brown and Harris 1994).

**Stopping Criteria**

Stopping criteria are used to decide when to stop the training process. They determine whether the model has been optimally or sub-optimally trained (Maier and Dandy 2000). Many approaches can be used to determine when to stop training. Training can be stopped: after the presentation of a fixed number of training records; when the training error reaches a sufficiently small value; or when no or slight changes in the training error occur. However, the above examples of stopping criteria may lead to the model stopping prematurely or over-training. As mentioned previously, the cross-validation technique (Stone 1974) is an approach that can be used to overcome such problems. It is considered to be the most valuable tool to ensure over-fitting does not occur (Smith 1993). Amari et al. (1997) suggested that there are clear benefits in using cross-validation when limited data are available, as is the case for many real-life case studies. The benefits of cross-validation are discussed further in Hassoun (1995). As mentioned previously, the cross-validation technique requires that the data be divided into three sets; training, testing and validation. The training set is used to adjust the connection weights. The testing set measures the ability of the model to generalize, and the performance of the model using this set is checked at many stages of the training process. Training is stopped when the error of the testing set starts to increase. The testing set is also used to determine the optimum number of hidden layer nodes and the optimum values of the internal parameters (learning rate, momentum term and initial weights). The validation set is used to assess model performance once training has been accomplished. A number of different stopping criteria (e.g. Bayesian Information Criterion, Akaike’s Information Criterion and Final Prediction Error) can also be used, as mentioned previously. Unlike cross-validation, these stopping criteria require the data be divided into only two sets; a training set, to construct the model; and an independent validation set, to test the validity of the model in the deployed environment. The basic notion of these stopping criteria is that model performance should balance model complexity with the amount of training data and model error.

**Model Validation**

Once the training phase of the model has been successfully accomplished, the performance of the trained model should be validated. The purpose of the model validation phase is to ensure that the model has the ability to generalize within the limits set by the training data in a robust fashion, rather than simply having memorized the input-output relationships that are
The approach that is generally adopted in the literature to achieve this is to test the performance of trained ANNs on an independent validation set, which has not been used as part of the model building process. If such performance is adequate, the model is deemed to be able to generalize and is considered to be robust.

The coefficient of correlation, $r$, the root mean squared error, RMSE, and the mean absolute error, MAE, are the main criteria that are often used to evaluate the prediction performance of ANN models. The coefficient of correlation is a measure that is used to determine the relative correlation and the goodness-of-fit between the predicted and observed data. Smith (1986) suggested the following guide for values of $|r|$ between 0.0 and 1.0:

- $|r| \geq 0.8$ strong correlation exists between two sets of variables;
- $0.2 < |r| < 0.8$ correlation exists between the two sets of variables; and
- $|r| \leq 0.2$ weak correlation exists between the two sets of variables.

The RMSE is the most popular measure of error and has the advantage that large errors receive much greater attention than small errors (Hecht-Nielsen 1990). In contrast with RMSE, MAE eliminates the emphasis given to large errors. Both RMSE and MAE are desirable when the evaluated output data are smooth or continuous (Twomey and Smith 1997).

Kingston et al. (2005b) stated that if “ANNs are to become more widely accepted and reach their full potential..., they should not only provide a good fit to the calibration and validation data, but the predictions should also be plausible in terms of the relationship modeled and robust under a wide range of conditions.” and that “while ANNs validated against error alone may produce accurate predictions for situations similar to those contained in the training data, they may not be robust under different conditions unless the relationship by which the data were generated has been adequately estimated”. This is in agreement with the investigation into the robustness of ANNs carried out by Shahin et al. (2005c) for a case study of predicting the settlement of shallow foundations on granular soils. Shahin et al. (2005c) found that good performance of ANN models on the data used for model calibration and validation does not guarantee that the models will perform well in a robust fashion over a range of data similar to those used in the model calibration phase. For this reason, Shahin et al. (2005c) proposed a method to test the robustness of the predictive ability of ANN models by carrying out a sensitivity analysis to investigate the response of ANN model outputs to changes in its inputs. The robustness of the model can be determined by examining how well model predictions are in agreement with the known underlying physical processes of the problem in hand over a range of inputs. In addition, Shahin et al. (2005c) also advised that the connection weights be examined as part of the interpretation of ANN model behavior, as suggested by Garson (1991). On the other hand, Kingston et al. (2005b) adopted the connection weigh approach of Olden et al. (2004) for a case study in hydrological modeling in order to assess the relationship modeled by the ANNs. They concluded that this approach provided the best overall methodology for quantifying ANN input importance in comparison to other commonly used methods, though with a few limitations.
FUTURE DIRECTIONS IN UTILIZATION OF ARTIFICIAL NEURAL NETWORKS

Despite the good performance of ANNs in many situations, they suffer from a number of shortcomings including the limited ability to extract knowledge from trained neural networks, inability to extrapolate beyond the range of the data used for model training and dealing with uncertainty. These issues have received recent attention and require further research in the future. Each of these is briefly treated below.

Knowledge Extraction

ANNs are often referred to as “black boxes” due to their lack of transparency as they do not consider nor explain the underlying physical processes. This is because the knowledge extracted by ANNs is stored in a set of weights that are difficult to interpret properly. This issue has been addressed by many researchers with respect to hydrological engineering. For example, Jain et al. (2004) examined whether or not the physical processes in a watershed were inherent in a trained ANN rainfall-runoff model by assessing the strengths of the relationships between the distributed components of the ANN model, in terms of the responses from the hidden nodes, and the deterministic components of the hydrologic process, computed from a conceptual rainfall runoff model, along with the observed input variables, using correlation coefficients and scatter plots. They concluded that the trained ANN, in fact, captured different components of the physical process and a careful examination of the distributed information contained in the trained ANN can inform one about the nature of the physical processes captured by various components of the ANN model. Sudheer (2005) performed perturbation analysis to assess the influence of each individual input variable on the output variable and found it to be an effective means of identifying the underlying physical process inherent in the trained ANN. Olden et al. (2004), Sudheer and Jain (2004) and Kingston et al. (2006) also addressed this issue of model transparency and knowledge extraction.

In the context of geotechnical engineering, Shahin et al. (2002a) and Shahin and Jaksa (2005b) expressed the results of the trained ANNs in the form of relatively straightforward equations. This was possible due to the relatively small number of input and output variables, and hidden nodes. More recently, Feng et al. (2006), Javadi et al. (2006), Johari et al. (2006), Narendra et al. (2006) and Rezania and Javadi (2007), using genetic programming techniques, and Pal (2006), Goh and Goh (2007), Samui (2008) and Zhao (2008), using support vector machines, obtained greatly simplified formulae for some geotechnical engineering problems that further enhanced the transparency of the ANN models. Neurofuzzy applications are another means of knowledge extraction that facilitate model transparency. Examples of such applications in geotechnical engineering include Ni et al. (1996), Shahin et al. (2003a; 2003c; 2003d), Gokceoglu et al. (2004), Provenzano et al. (2004), Shahin et al. (2005b) and Padmini et al. (2008).

Extrapolation

It is generally accepted that ANNs perform best when they do not extrapolate beyond the range of the data used for calibration (Flood and Kartam, 1994; Minns and Hall, 1996; Tokar and Johnson, 1999). Whilst this is not unlike other models, it is nevertheless an important limitation of ANNs, as it restricts their usefulness and applicability. Extreme value prediction is of
particular concern in several areas of civil engineering, such as hydrological engineering, when floods are forecast, as well as in geotechnical engineering when, for example, liquefaction potential and the stability of slopes are assessed. Sudheer et al. (2003) highlighted this issue and proposed a methodology, based on the Wilson-Hilferty transformation, for enabling ANN models to predict extreme values with respect to peak river flows. Their methodology yielded superior predictions when compared with those obtained from an ANN model using untransformed data.

**Uncertainty**

Finally, a further limitation of ANNs is that the uncertainty in the predictions generated is seldom quantified (Maier and Dandy, 2000). Failure to account for such uncertainty makes it impossible to assess the quality of ANN predictions, which severely limits their efficacy. In an effort to address this, a few researchers have applied Bayesian techniques to ANN training (e.g. Buntine and Weigend 1991; Kingston et al. 2005a; Kingston et al. 2008; MacKay 1992) in the context of hydrological engineering; and Goh et al. 2005 with respect to geotechnical engineering. Goh et al. (2005) observed that the integration of the Bayesian framework into the backpropagation algorithm enhanced the neural network prediction capabilities and provided assessment of the confidence associated with the network predictions. Shahin et al. (2005a; 2005b) also incorporated uncertainty in the ANN process by developing a series of design charts expressing the reliability of settlement predictions for shallow foundations on cohesionless soils. Research to date has demonstrated the value of Bayesian neural networks, although further work is needed in the area of geotechnical engineering.

**DISCUSSION AND CONCLUSIONS**

In the field of geotechnical engineering, it is possible to encounter some types of problems that are very complex and not well understood. In this regard, ANNs provide several advantages over more conventional computing techniques. For most traditional mathematical models, the lack of physical understanding is usually supplemented by either simplifying the problem or incorporating several assumptions into the models. Mathematical models also rely on assuming the structure of the model in advance, which may be sub-optimal. Consequently, many mathematical models fail to simulate the complex behaviour of most geotechnical engineering problems. In contrast, ANNs are a data driven approach in which the model can be trained on input-output data pairs to determine the structure and parameters of the model. In this case, there is no need to either simplify the problem or incorporate any assumptions. Moreover, ANNs can always be updated to obtain better results by presenting new training examples as new data become available. These factors combine to make ANNs a powerful modelling tool in geotechnical engineering.

Despite the success of ANNs in geotechnical engineering and other disciplines, they suffer from some shortcomings that need further attention in the future including model transparency and knowledge extraction, extrapolation and uncertainty. Together, improvements in these issues will greatly enhance the usefulness of ANN models with respect to geotechnical engineering applications. Until such an improvement is achieved, the authors agree with Flood and Kartam (1994) that neural networks for the time being might be treated as a complement to conventional computing techniques rather than as an alternative, or may be used as a quick check on solutions developed by more time-consuming and in-depth analyses.
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